Section 1.4 The Matrix Equation AX = b

Definition (Product of a Matrix and a Vector)

If A is an m X n matrix, with columns ay, ..., a,, and if X is in R", then the product of A and x, denoted by
Ax, is the linear combination of the columns of A using the corresponding entries in X as weights; that
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Remark: Ax is defined only if the number of columnsgﬁ A equals the number of entries in X. [
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Row-Vector Rule for Computing Ax

If the product Ax is defined, then the ¢ th entry in Ax is the sum of the products of corresponding entries
from row ¢ of A and from the vector x.

Example 1. (b) Use the Row-Vector Rule to compute the product in part (a).

/_77

AX =
-4

[ g\ (éxl-ffxl%)

CHX[FE)X(3)

Tx | (x(-3)

~

U/

§

=1

—/



Definition (Matrix Equation)

An equation in the form of Ax = b is called a matrix equation.

Theorem 3 (Equivalence Between Matrix Equation and Vector Equation)

If A isan m X n matrix, with columns ay, ..., a,, and if bis in R™, the matrix equation
Ax=Db
has the same solution set as the vector equation
rxia; + x0a2+---+x,a,=D>b
which, in turn, has the same solution set as the system of linear equations whose augmented matrix is

[a; a; --- a, b

Example 2. Write the system first as a vector equation and then as a matrix equation.
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Existence of Solutions

The definition of Ax leads directly to the following useful fact:

The equation Ax = b has a solution if and only if b is a linear combination of the columns of A.

Theorem 4

Let A be an m X n matrix. Then the following statements are logically equivalent. That is, for a particular A4,
either they are all true statements or they are all false.

For each b in R™, the equation Ax = b has a solution.
Each b in R™ is a linear combination of the columns of A.
The columns of 4 span R™.

A has a pivot position in every row.
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Warning: Theorem 4 is about a coefficient matrix, not an augmented matrix. If an augmented matrix [A b
has a pivot position in every row, then the equation Ax = b may or may not be consistent.
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Example3.letu= |1| and A = | -2 6. 1s uwin the plane in R? spanned by the columns of A ? (See
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the-figure.) Why or why not?

AMS“- W\L V&(:"UT‘ ﬁ s In ‘/’}l& (D/DVIQ sfam«eof f/ 7[/1.e COW mns
O»r A 1 omol DT\(? a\] "o o linewr combiodion (7]/ tHee
co/MMns o‘f A ,

This /mPFens rT anc| an/gy( A2 = % hos o Soludion
(See the box obove Thm &)

72,@ Co rfegf ondl‘ﬂj O\Mjfmz eo/ T
a l

3 =S |0 |
=) b (Lo~ (26 [

| [ | 3 S| o




l l ( [/@ ( ’]\
“lo 8 3 [T lo ® |2
LO -9 .5J LO 0 OJ
1 r 0 ® o ‘%7 < =%
Yo 0 ||~ |0 O3 :{ iy
0 0 0 () © 0 °=0
J y

nﬂ&ﬁ the Q(MD\‘“@Y‘ AS’( ~ R ha,s o (/MVII‘%MQ ) Solrdton )
So M s in Fhe f/ome sfanmo/ f/ e cofuumns o‘/A_
I'j we mMH"F/j A }C/ the eetor 3 - [‘g ]

3

—

8
Wries ,T,{\ ns o linear cOmAfnorffom Of the  colttrns 07‘

A. ie.



Exampled4. Letvi = | 0 [,vo = |—=1|,v3 = |—1|.Does {vy, V2, Vv3}spanR3?

Theorem 4

Let A be an m x n matrix. Then the following statements are logically equivalent. That is, for a particular 4,
either they are all true statements or they are all false.

1. For each b in R™, the equation Ax = b has a solution.
2. Each bin R™ is a linear combination of the columns of A.
9 The columns of A span R™.
a A has a pivot position in every row.
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Properties of the Matrix-Vector Product Ax

Theorem 5

If A is anm X n matrix, uand v are vectors in R", and ¢ is a scalar, then:
a. A(u+v) = Au+ Av;

b. A(cu) = c(Au).



The following three questions are left as exercises. | will provide the complete notes for solving them
after the lecture.

Exercise 5. Given A and b, write the augmented matrix for the linear system that corresponds to the matrix
equation Ax = b. Then solve the system and write the solution as a vector.

1 21 0
A=1{-3 -1 2|,b=| 1
0 5 3 ~1

ANS: To solve Ax = b, row reduce the augmented matrix [a; as as b]for the corresponding linear
system:

1 2 1 0 1 2 1 1 2 1 0 1 2 10
-3 -1 2 1l ~10 5 5 11 ~ {0 5 1|1 ~10 5 5 1
0 5 3 -1 0 5 3 —-1 0 0 -2 -2 0 011
1 2 0 -1 1 2 0 -1 1 0 0 3/5
~f0 5 0 —4f~|0 1 0 —4/5/~|0 1 0 —4/5
0 0 1 1 0 0 1 1 0 01 1
z1 =3/5 1 3/5
The solution is § 2 = —4/5. As a vector, the solutionis X = |za| = | —4/5].
r3 =1 3 1
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some choices of b, and describe the set of all b for which Ax = b does have a solution.

-3 —4 b
12 16 b
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Exercise 6. Let A = l } , b= {bll . Show that the equation Ax = b does not have a solution for
2

ANS: The augmented matrix for Ax = b is l

] , which is row equivalent to
S8 b s shows that th on Ax =b | | hen by + 4b; # 0
. thatt t X = t tent
0 0 by + 4b, is shows that the equation is not consistent when by + 4b; #
The set of b for which the equation is consistent is a line through the origin - the set of all points (b1, b2)
satisfying by = —4b.
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Exercise 7. Letx = |3|,y = |4]|,andz = |—6].
5 1 7
It can be shown that 2x — 3y — z = 0. Use this fact (and no row operations) to find 1 and x5 that satisfy the
equation
1 2 —4
T
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ANS: As 2x — 3y — z = 0, we know 2x — 3y = z, which is the following vector equation

1 2 —4

213 —-31|4| =1|—-6
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This is equivalent to the matrix equation
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